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“AI WASHING” IN CORPORATE REPORTING: LEGAL LIABILITY
AND REGULATORY APPROACHES TO PREVENTING DISINFORMATION

Problem statement. The rapid integration of artificial intelligence (AI) into all
spheres of economic activity has become a key driver of global innovation and capital
investment. Projections indicate that the global AI market could contribute up to
$15.7 trillion to the world economy by 2030, with market capitalization reaching nearly
$2 trillion by that time [1]. Amid this investment boom, a new deceptive practice has
emerged and gained traction: “Al washing”. This term, analogous to “greenwashing”,
describes a situation where companies deliberately exaggerate or falsify information
about their use of Al technologies to attract investors, increase share value, and gain
a competitive advantage [2; 3]. This phenomenon transforms a powerful technological
tool into an instrument of corporate fraud, creating significant risks for financial
markets and undermining trust in genuine technological innovation.

Sources and review of scientific literature, research topic relevance, and novelty.
The relevance of this research is underscored by the swift reaction of financial
regulators worldwide. The Chair of the U.S. Securities and Exchange Commission
(SEC), Gary Gensler, has repeatedly warned companies against misleading investors
with false claims about Al, stating directly: “Don’t do it. One shouldn’t greenwash,
and one shouldn’t Al wash” [4]. Recent enforcement actions by the SEC and the Federal
Trade Commission (FTC) against companies like Delphia, Global Predictions, and Presto
Automation signal a transition from warnings to active legal prosecution [5; 6].
In the European Union, the adoption of the comprehensive Al Act introduces a new
regulatory paradigm with substantial fines for providing misleading information
about Al systems [7]. This active formation of regulatory and judicial practice requires
a thorough scientific and legal analysis to systematize existing approaches, identify
their limitations, and develop effective legal mechanisms to combat this new threat

The goal of this article is to conduct a comparative legal analysis of the regulatory
approaches of the US and the EU in combating “Al washing”, identify the specific
legal challenges posed by the unique nature of Al, and, based on this analysis, propose
a forward-looking hypothesis for improving the regulatory framework to ensure
the integrity of information in corporate reporting.

To achieve this goal, the following tasks have been set:

1. Define the legal nature of “Al washing” as a form of corporate disinformation.

2. Analyze the key judicial and regulatory precedents in the US concerning liability
for “Al washing”.

3. Examine the preventive mechanisms embedded in the EU AI Act.

4. Critically evaluate the effectiveness of existing regulatory models in light
of the technological specifics of Al
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5. Formulate a hypothesis for creating a more robust system of control over
corporate claims about Al

The topic of “Al washing” is at the intersection of law, technology, and economics,
and is just beginning to be explored in legal scholarship.

While foreign legal scholars and practitioners, such as those from the law firms
DLA Piper, Ropes & Gray, and Norton Rose Fulbright, actively analyze the first
enforcement actions, their works are often descriptive. A fundamental theoretical
framework for understanding this phenomenon is offered in the academic paper by
Seele, P. & Schultz, M., titled From Greenwashing to Machinewashing: A Model
and Future Directions Derived from Reasoning by Analogy [8]. The authors propose
the term “machinewashing” and, by analogy with greenwashing, identify the unique
characteristics of AI that complicate its regulation, such as opacity and the lack
of established verification standards. However, their research focuses primarily on
creating a conceptual model rather than developing concrete legal mechanisms. Empirical
data from FTI Consulting [9] indicates that corporate disclosures about Al remain overly
broad and lack specifics about risk management. This study aims to fill the existing gap
by moving from a conceptual understanding of the problem to proposing a practical legal
solution based on a synthesis of American enforcement experience, European preventive
regulation, and the theoretical insights of previous research.

Exposition of the main material. “Al washing” is a form of corporate disinformation
where a company creates a misleading impression of its technological capabilities. This
can manifest in various ways:

- Exaggerating the role of Al: A company presents a simple algorithm, a set
of automated rules, or statistical analysis as a sophisticated, self-learning artificial
intelligence system. A striking example is the case of the Silicon Valley startup Nate
Inc., which raised over $50 million but, as it turned out, used human operators in India
to process most transactions instead of the declared A [10].

Falsifying the existence of AI: A company claims to use proprietary Al
technologies that, in reality, do not exist or are in the earliest stages of development.

Misrepresenting Al capabilities: A company ascribes functions or levels of autonomy
to its Al systems that they do not possess, for instance, claiming full automation when
the system only performs an advisory role and key decisions are made by humans.

From a legal standpoint, such actions can be qualified under various articles
of law depending on the jurisdiction and context. In the realm of corporate finance
and securities markets, “Al washing” falls directly under the definition of securities
fraud. This involves disseminating materially false or misleading information that
a reasonable investor would consider important when making an investment decision.
In the consumer sphere, it constitutes a deceptive commercial practice, misleading
consumers about the key characteristics of a product or service. The primary legal
challenge lies in proving the falsity of the claim, given the technical complexity
and often “black box” nature of Al systems.

The U.S. legal system hasnot created specialized legislation to combat “Al washing”.
Instead, regulators have adapted existing legal instruments, primarily in the fields
of securities regulation and consumer protection.
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The Securities and Exchange Commission (SEC) has taken the lead in this area.
The SEC’s primary tool is Rule 10b-5 of the Securities Exchange Act of 1934, which
prohibits fraudulent activities in connection with the purchase or sale of securities. To
establish a violation, the SEC must prove that a company made a material misstatement
or omission with an intent to deceive (scienter), and that this information influenced
investment decisions.

In March 2024, the SEC brought its first cases directly related to “Al washing”:

Case against Delphia Inc. and Global Predictions Inc.: These two investment
advisory firms were charged with making false and misleading statements about
their use of Al. Delphia claimed to use Al to analyze client data to make “intelligent”
investment predictions, while the firm did not actually possess these capabilities.
Global Predictions falsely claimed to be the “first regulated Al financial advisor”. Both
companies agreed to settle the charges and pay a total of $400,000 in civil penalties[6].
These cases created a critical precedent, demonstrating the SEC’s readiness to apply
anti-fraud rules to the Al sphere.

Case against Presto Automation Inc.: In April 2024, the SEC investigated
this provider of Al-powered automation for restaurants. The company was accused
of misleading investors about the commercial success and nature of its Al technology.
The case highlights that not only outright false statements but also significant
omissions about the technology’s effectiveness and client relationships can form
the basis of a securities fraud charge [5].

The Federal Trade Commission (FTC) protects consumers from unfair and deceptive
business practices under Section 5 of the FTC Act. The FTC actively monitors
advertising and company statements for unsubstantiated claims about AI. The
Commission’s standard is clear: if a company claims its product uses Al, it must have
“a reasonable basis” to support that claim at the time it is made. The FTC has warned
that simply using a computational tool does not equate to using AI, and companies
must be prepared to prove their claims [11].

The U.S. approach is thus characterized as an ex-post (reactive) model based
on enforcement. Its strength lies in its flexibility and the power of its regulators.
However, its weakness is that it responds to violations only after they have occurred
and investors or consumers have already suffered losses.

In contrast to the U.S., the European Union has chosen a path of comprehensive,
ex-ante (preventive) regulation by developing and adopting the EU AI Act. This
landmark regulation is the world’s first comprehensive law on artificial intelligence.
The Act classifies Al systems based on their level of risk (unacceptable, high, limited,
minimal) and establishes corresponding obligations for their developers and users.

While the AI Act does not contain the term “Al washing”, its provisions create
a powerful mechanism to combat it. Article 52 of the Act establishes transparency
obligations for certain Al systems. For example, systems that generate or manipulate
content (like “deepfakes”) must disclose that the content is artificially created.

More importantly, Article 72 of the final version of the Act establishes significant
penaltiesfornon-compliance, which canbeimposed for providing “incorrect, incomplete
or misleading information” to notified bodies and national competent authorities
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in response to a request. For such violations, fines can reach up to €7.5 million or
1.5% of the company’s total worldwide annual turnover for the preceding financial
year, whichever is higher [7]. This provision creates a direct financial incentive for
companies to provide truthful and accurate information about the functionality
and characteristics of their Al systems.

The EU’s approach can be described as systemic and preventive. It aims not so much
to punish for market manipulation as to create an environment where transparency
and truthfulness are economically advantageous from the outset.

A comparison of the US and EU approaches reveals two fundamentally different
regulatory philosophies. The US model is based on applying powerful but general anti-
fraud laws after the fact, relying on active enforcement by regulators like the SEC
and FTC. Its main legal basis is existing securities and consumer protection law,
and its sanctions include fines and cease-and-desist orders. The EU model, in contrast,
is preventive and risk-based, codified in a specialized, comprehensive regulation-the
AT Act. It focuses on imposing transparency obligations and technical standards before
a system is brought to market, with penalties for providing misleading information
that are calculated based on a company’s global turnover, making them potentially
much larger than typical US civil penalties. This fundamental divergence highlights
a global search for the most effective legal tools to govern a complex new technology.

The foundational academic work From Greenwashing to Machinewashing [8]
convincingly argues that regulating claims about AI is significantly more complex
than regulating environmental claims (“greenwashing”). The authors identify several
“idiosyncrasies” of Al that render traditional disclosure-based regulation less effective:

1. Opacity (“Black Box” Problem): The decision-making processes of complex
neural networks are often incomprehensible even to their developers, making it
difficult to verify their functionality

2. Lack of Measurement Standards: Unlike greenhouse gas emissions, there are no
universally accepted metrics to objectively measure the “intelligence” or “autonomy”
of an Al system.

3. Fluidity and Adaptability: Machine learning models can change and adapt over
time, meaning a statement that was true at the time of an audit may become inaccurate
later.

4. Absence of Established “Watchdogs”: The ecosystem of independent auditors
and verification bodies for Al is still in its infancy compared to the well-developed
fields of financial or environmental auditing.

Current US regulation, focused on punishing “materially false statements”, and EU
regulation, focused on pre-market documentation for high-risk systems, do not fully
address these challenges. A company can craft legally cautious but substantively
misleading statements that are difficult to refute without deep technical expertise.
Empirical data confirms this: a study of S&P 500 company reports shows that while
85% mention Al, the disclosures are often “broad and generalized”, lacking specifics
on governance and risk management [9].

This leads to the following hypothesis: A hybrid regulatory framework that
supplements mandatory disclosure standards with a requirement for risk-based,
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independent third-party technical audits for “high-impact” AI systems would be
significantly more effective at preventing “Al washing” than relying solely on anti-
fraud provisions and corporate self-reporting.

This proposed model directly targets the core problem identified by de
Crémer et al. [8] — the asymmetry of technical information and the opacity of AI. While
traditional disclosure rules ensure that a company’s statements are not overtly false,
they do not verify the substance behind those statements. A marketing claim that
a company uses “proprietary predictive AI” can be technically true even if the “AI” is
just a simple linear regression model that provides negligible value.

An independent technical audit would shift the focus from verifying words to
verifying code and architecture. The audit would not assess the commercial viability
of the AI (which should remain a market risk) but would confirm its substantive
technological nature. The auditor’s conclusion could be a simple, tiered classification,
for example:

+ Tier 1: Rule-Based Automation. The system operates based on pre-programmed
rules.

« Tier 2: Classical Machine Learning. The system uses established statistical
models to make predictions based on data.

+ Tier 3: Advanced Al (e.g., Deep Learning). The system utilizes complex neural
networks capable of self-learning and identifying non-obvious patterns.

Including such a classification in a corporate report (e.g., the 10-K filing in the US)
would provide investors with objective, standardized information to assess the real
level of a company’s technological development, neutralizing the effect of vague
marketing jargon.

Implementing this hypothesis requires several steps:

1. Defining “High-Impact” AI Systems: Regulators like the SEC, in consultation
with technical experts (such as NIST in the US), would need to define criteria for Al
systems whose claims require mandatory auditing. This definition could be based
on the system’s role (e.g., core to the company’s business model) or its sector (e.g.,
finance, medicine, autonomous transport).

2. Developing Auditing Standards: A new standard-setting body, analogous to
the Public Company Accounting Oversight Board (PCAOB) for financial audits, could
be created or an existing one empowered to develop standards for Al auditing. These
standards would define the methodology, qualification requirements for auditors,
and the format of the audit report.

3. Creating a “Safe Harbor” Provision: To encourage honest disclosure, companies
that voluntarily undergo and publish the results of a technical audit could be granted
a “safe harbor” from liability for certain forward-looking statements about their AI’s
potential, provided the audit confirms the foundational technology.

The effectiveness of this model could be verified empirically by comparing
the number of SEC enforcement actions and shareholder lawsuits related to “Al
washing” before and after its implementation. A further indicator would be a change
in the quality and specificity of Al-related disclosures in corporate reports, moving
from vague marketing language to standardized, verified classifications.
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Conclusions. This study has demonstrated that “Al washing” is evolving from
a fringe issue into a significant regulatory challenge at the forefront of corporate
law and securities regulation. An analysis of the legal responses in the United States
and the European Union reveals two distinct philosophies: the American reactive,
enforcement-based model and the European preventive, systemic model. While both
approaches have achieved initial successes, they face fundamental limitations rooted
in the unique technological nature of artificial intelligence its complexity, opacity,
and lack of standardized metrics.

Existinglegal frameworks, designed foraworld of tangibleassetsand understandable
processes, struggle to effectively regulate claims about an intangible, fluid, and often
incomprehensible technology.

Relying solely on the truthfulness of verbal disclosures is insufficient when the very
meaning of those words (like “AI”) is ambiguous and easily manipulated.

The proposed hypothesis the creation of a hybrid regulatory model combining
disclosure with mandatory technical audits for “high-impact” systems — is an attempt
to address this core challenge.

Such a system would shift the regulatory focus from the linguistic shell of corporate
statements to their technical substance, providing investors and markets with a more
objective basis for evaluating a company’s true innovative potential. This approach
does not seek to stifle innovation but, on the contrary, to protect it by separating
genuine technological achievements from deceptive marketing, thereby fostering
a healthier and more transparent investment climate.

Prospects for further research in this area are extensive. A key direction is
the development of specific legal and technical standards for Al auditing. What should
be the scope of such an audit? What qualifications should an Al auditor possess? How can
the confidentiality of a company’s trade secrets be protected during the audit process?

Another important area for investigation is the economic impact of such regulation
on startups and small innovative companies, for which the cost of an audit could be
a significant burden. Finding a balance between effective control and the risk of over-
regulation will be a central task for lawyers, economists, and technology specialists in
the coming years.
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Summary

Shamov 0. A. “Al washing” in corporate reporting: Legal liability and regulatory approaches to
preventing disinformation. — Article.

This article provides a comprehensive legal analysis of the phenomenon of “Al washing” - the practice
of companies making unsubstantiated or exaggerated claims about their use of artificial intelligence to
attract investment and enhance their market position.

The introduction substantiates the relevance of the topic, driven by the rapid growth of the Al market and
the emergence of “Al washing” as a new form of corporate fraud. The global trend of active Al integration
creates significant risks of investor and consumer deception, necessitating a legal response. The goal of this
article is to analyze existing legal mechanisms for holding companies accountable for “Al washing” in the US
and the EU, identify gaps in current regulation, and propose a new approach to prevent such disinformation.
The research methodology is based on a combination of formal-legal, comparative-legal, and systemic-
structural analysis methods, applied to regulatory acts, judicial precedents, and scientific works.

The article examines the essence of “Al washing”, drawing an analogy with the well-known phenomenon
of “greenwashing”. It analyzes the regulatory practices of the United States, particularly the enforcement
actions of the Securities and Exchange Commission (SEC) and the Federal Trade Commission (FTC), which apply
existing anti-fraud and consumer protection laws to combat misleading Al claims. Cases against companies like
Delphia, Global Predictions, and Presto Automation are reviewed as key precedents. The study also explores
the European Union’s approach, focusing on the provisions of the EU AI Act, which establishes a risk-based
framework and imposes significant fines for providing misleading information. Based on a critical analysis of
the academic paper “From Greenwashing to Machinewashing”, which identifies the unique characteristics of
Al (e.g., opacity, complexity), the article highlights the inadequacy of current disclosure-based regulations.

The study concludes that existing legal frameworks, while demonstrating initial effectiveness,
are insufficient to fully counter the specific risks of “Al washing”. Simply applying laws designed for
traditional disclosures does not address the technical complexity and “black box” nature of Al. The author
proposes a hypothesis for improving the regulatory regime: the implementation of a hybrid framework
that combines mandatory disclosures with independent, risk-based technical audits of “high-impact” Al
systems. This approach would provide substantive verification of corporate claims and create an effective
mechanism for preventing sophisticated forms of digital disinformation, thereby protecting investors and
fostering genuine innovation.

Key words: Al washing, machinewashing, artificial intelligence, corporate fraud, securities, disclosure
of information, legal liability, SEC, EU AI Act.
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Anoranig

Ilamos O. A. «II-BiTMuBaHHS» y KOPIOpPATHMBHIN 3BITHOCTi: IOPHAMYHA BiANOBIZAJBHICTH Ta
peryaaTopHi miaxoau a0 3anmodiranud gesindopmanii. — Crarrd.

¥ crarti gocaimryerbea penomen «II-sigmuBanusa» (Al washing) — HoBoI (hopMu KOPIOPaTUBHOI I€3iH-
(popmarii, 1o mossirae y nmepebiabineHHi 60 HaJAHHI HEIPABAUBUX BiOMOCTEH PO BUKOPUCTAHHSA T€XHO-
sori#t mryunoro intemexTy (III) 3 MeToto 3anyueHHs iHBeCTHIIIH Ta MiABUINEHHS PUHKOBOI KamiTamisarrii.
AKTyaIbHICTh TEMHU 3yMOBJIEHA CTPIMKKM 3POCTAHHAM KiJBKOCTI IIPABO3aCTOCOBUMX [ilf 3 OOKY PeryJisaTo-
piB, soxpema Kowmicii 3 riinaux nanepis i 6ip:x CIIIA (SEC) ra ®@enepanbroi Toprosoi kowmicii (FTC), a Takox
npuitaartam B €C xommiekcHoro Axra mpo II11. Ile mepersopioe «IIII-BinMuBaHHSI» 3 MAPKETUHTOBOI IIPO-
6J1eMu Ha cepii03He IPABOIIOPYIIIEHHA 3 CYTTEBUMU IOPUANYHIMY HacTifkamMu. MeToo cTaTTi € KOMILIEKCHUT
opunuuanit ananis «II-BigzMuBaHHA», CHCTEMATH3AIlisd HMiTXOAIB MO PETyJIIOBaHHA Ta BiANOBiZaIbHOCTI,
a TaKoK PO3p0o0OKa MPOMO3UIiil MO0 BAOCKOHAIEHHS CTAHAAPTIB PO3KPHUTTA iH(opmatii. Metomomoriuny
OCHOBY IOCJi/IKeHHA CKJIALAI0Th ()OPMAJIbHO-I0PUANYHIHN, HOPiBHAILHO-IIPABOBUH Ta CUCTEMHO-CTPYKTYD-
HUI METOMM.

¥ crarri BusHaueHO IpaBoBy cyTHiCTE «IIII-BigMuBaHHA», HOTO TUIIOBI (OPMU Ta IPOBEAEHO POSMEKY-
BaHHA 3 TPABOMiPHOIO 11I0BO0 TPAKTHUKOIO Ha OCHOBI TeXHiuHOTO aHaMi3y 6a30Bux mouaTh II11. IIpoanaiso-
BaHO perysasaTopHi mogesi CIITA, 1o 6a3yoThes HA 3aCTOCYBaHHI iCHYIOUMX aHTUIIAXPARCHKUX HOPM (peak-
TUBHUY Tifxin), Ta €Bpomeiicbkoro Coiody, SKuil BIPOBAMKYE TPEBEHTUBHY, PUSUK-OPiEHTOBAHY MOJEIh
ariguo 3 Axrom npo 1T (mpoaktusHMil migxin).

CucreMaT30BaHO KJIOUOBI mpaBosacTocoBui keficu (cmpaBu Delphia Inc., Presto Automation Inc.,
Joonko) ra cynosi npenenentu (Moffatt v. Air Canada), 1m0 1eMOHCTPYIOTSH IOMINPEHHS BiIOBifaIbHOCTI
3a MeXKi peryJsaTopHOro HATJIALY Ha cdepy AenikTHoro mpaBa. Ha ocHOBi aHanisy akamemMiunoi KoHIEMmIil
«MAIIXHBOLIMHTY» BUCYHYTO TilOTe3y Npo HeoOxifHicTh BupoBamkenus CrangapTusoBanoro ®@peiiMBOpKY
Texmuiunoi Bepudirarii (ATVF) — 6araTopiBHeBoi cucTeMu 3BiTHOCTI, IT[0 MiAJIATae HE3ATEKHOMY TeXHIiU-
HOMY ayJuTy.

Bucrysano, mo «IIli-BinMuBaHHA» € 3HAYHOIO IPABOBOIO 3aTrP03010, 1110 BUMArae Iepexofy BiJf peaKkTuB-
HOT'0 pearyBaHHS [0 IPOAKTUBHUX PEryJIATOPHUX pileHs. 3anpononosauuii ppeiimBopk ATVF moke cratu
e()eKTUBHUM iHCTPYMEHTOM /1 3a0e3IeYeHHd TOUHOCTI Ta Bepu(iKoBaHOCTI KOPIOPATUBHUX 3BiTiB MpO
IITT, 10 migBUITUTE HOBiPY iHBECTOPIB TA CIPUATHME CTAIOMY POSBUTKY PUHKY T€XHOJOTIH.

Kaiouosi crosa: II-sigmuBanusa, Al washing, maxpaicTBo 3 [iHHUMY IIaepaMy, KOPIOPATHBHA 3BiT-
HiCTh, Aesindopmaris, BignosigansaicTs 3a gii 111, SEC, FTC, Akt npo IIII, crangapTy po3KpuTTs iHpOp-
Mari.



